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 Neural Networks: A Conceptual Overview* 

 

 Abstract 

 

  Neural networks have received much attention in both the research 

community and the media in recent years.  Neural networks have been shown to 

elegantly and powerfully realize solutions to problems in pattern recognition, 

associative memory, and database retrieval.  The Tactical Technology Office of 

the U.S. Defense Advanced Research Projects Agency (DARPA) concluded a 

study of neural networks research.  They concluded that neural networks hold a 

lot of unrealized potential, that neural network theory needs to be developed, and 

that true neural network hardware must be developed. 

  This overview of neural networks is intended to provide the reader with a 

general understanding of what a neural network is and what they can be used for.  

Care is given to provide sufficient details for completeness, while avoiding many 

of the theoretical complexities.  This report contains a brief review of the history 

of neural networks, followed by a detailed description of a few major neural 

network architectures.  These architectures can be broken down into two main 

classes: feedforward and feedback.  A few neural networks are discussed from 

each class, and examples of each are introduced.  One general, architecture 

independent learning law is also discussed. 

___________________________________ 
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